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Abstract

Partially ordered plans have not solved the goal
ordering problem. Consider: a goal in a par-
tinily ordered plan is an operator precondition
that is not yet achieved; operators, orderings
and variable bindings are introduced to achieve
such goals. While the planning community has
known how to achieve individual goals for some
time, there has been little work on the prob-
lem of which one of the many possible goals
the planner should achieve next. This paper
argues that partially ordered plans do not use-
fully address the goal-ordering problem and
then presents a heuristic called fcmporal coher-
ence which does. Temporal coherence is an ad-
missible heuristic which provides goal-ordering

guidance. Temporal coherence is admissible in
the sense that if a solution exists in the plan-
ner's search space, then there will be a series of
goal achievements permitted by the heuristic
which can produce this solution.

1 Introduction

Most planners using partially-ordered plans operate by
repeatedly transforming a plan until it meets certain re-
quirements. An important and typical requirement is
that the given plan have no operators with false precon-
ditions. Search must continue until all operator precon-
ditions are true according to the plan's operators, or-
derings and bindings. NonLin [Tate, 1977] was the first
planner to demonstrate the ability to transform plans
in this manner through search. Of course, NOAH [Sac-

erdoti, 1977] first introduced the basic idea, but it was
unable to backtrack over incorrect decisions. NonLin was

more general in the sense that it was able to reconsider
previous choices; that is, it could search for a successful
plan.

Chapman [1987] has given us the Modal Truth Crite-
rion (the MTC) as a statement of the conditions under
which a precondition will be true at a point in a par-
tinily ordered plan. The MTC is intended to character-

"This work has been partiallysupported by the Science
and EngineeringResearchCouncilundergrantsGR/E/0542i
and GR/D/58987, and by the Air Force OfficeofScientific
Research,ArtificialIntelligenceResearchProgram.

ize NonLin's [Tare,1977] goal achievement procedure.

The MTC issimply a characterizationof the conditions
under which an operator precondition will be true at

a point in a partiallyordered plan. To actuallybuild

a planner, one must make thischaracterizationeffec-

tiveby transformingitinto an algorithm for achieving

outstanding preconditions. Such an algorithm willbe
a key component of any planner. We willreferto any

precondition-achievementalgorithm based on the MTC

as a goal achievement procedure.
Chapman's planner, TWEAK, explores its space

breadth-first. Practical planners cannot afford this lux-
ury [Wilkins, 1984; Currie and Tate, 1985]. Heuris-
tics for selecting among the plan modification operations
sanctioned by a planner's goal achievement procedure

are required if plans are to be produced in acceptable
time.

Goal ordering is a problem, even if a planner uses par-
tially ordered plans. Suppose that a typical plan for the
blocks world has on average 4 outstanding goals. Sup-
pose as well that there are on average 3 ways to achieve
each of these goals. This gives us, on average, 12 ways
to change an arbitrary blocks world plan into another
one. Each change is designed to achieve a single pre-
condition. For a typical blocks world problem, suppose
that 7 plan modifications are required to change an ini-
tially provided plan into one which has no outstanding
goals. Breadth-first search must therefore explore (at
worst) 127 partial plans. And the blocks world is easy
compared to real domains. In part, this explosion results
from the different choices of the goal to work on nezt. If
this choice can be effectively managed then the search
can be made more efficient.

A planner's goal achievement procedure says nothing
about an order in which to pursue goals. The heuristic
of temporal coherence addresses this problem. It avoids

working on plans whose bulk preconditions are not con-
sistent. The bulk preconditions for a plan are the overall
conditions on which the plan depends for its successful
execution; these preconditions are consistent if they de-
scribe a physically realisable domain state. According to
this heuristic, if a plan's bulk preconditions are not con-
sistent, then the plan has internal inconsistencies and is
best avoided.



This paper is about the goal ordering problem in par-
tially ordered plans, and is organized as follows. Section
2 explains why partially ordered plans do not provide a
solution to the goal ordering problem. Section 3 presents
a heuristic which does.

2 Orderings of Goals and Operators

2.1 Partially Ordered Plans:
A Class of Data Structures

A partially ordered plan is typically defned to be a set
of operators and a strict partial ordering over that set.
Such plans were initially called nonlinear, in the sense
that planned operators were not necessarily totally or-

dered in time [Sacerdoti, 1977]. The original intuition
behind this was to postpone decision making as long as
possible in the hope of more efficient plan construction.
The actual complexity of reasoning about partially or-
dered plans is made clear by Dean and Boddy [1988].
In this paper, we concentrate on the control problem of
goal ordering.

2.2 The Linearlty Assumption:
An Approach to Control

Planners must search to constructplans. After firstse-
lectinga plan in the searchspace to work on, a planner

must next selectone of the outstanding goals in that

plan to achieve. This goal selectionisan issueonly for

the planner'scontrolmechanism. The choice has noth-

ing to do with the particularplan representationused.
Planners usingtotallyordered planshave the same deci-

sion to make. The plan representation impacts only _he
way in which a goal can be achieved - for partially or-
dered plans, a goal achievement procedure based on the
MTC is appropriate. The problem of goal achievement
ordering is unaddressed until something is said about
the planner's control structure. The problem of decid-
ing which goal to work on is called the goal ordering
problem.

Sussman [1973] presented an approach to the goal or-
dering problem. His approach was based on the "hnear
assumption"; namely, that "subgoals are independent
and thus can be sequentially achieved in an arbitrary
order." [Sussman, 1973, p.58]. We refer to this as the
linearity assumption.

Sussman's planner, Hacker, could not solve the blocks-
world "Sussman anomaly" problem. This was because
Hacker's search space was narrowed by the linearity as-
sumption so as to preclude finding a solution to this
particular problem. Other planners, which built totally
ordered plans, could solve the Sussman anomaly. For

instance, Interplan ['rate, 1974] and Warplan [Warren,
1974] could both solve it. It appears that NOAH [Sac-
erdoti, 1977], the first partially ordered planner, solved
the Sussman anomaly through its judicious selection of
goals, not through its use of partially ordered plans. The
Sussman anomaly highlights the goal ordering problem.
NOAH's success with the anomaly is a direct result of its
approach to goal ordering, but its results don't appear
to be general: successful goal ordering strategies seem to
have been built in to NOAH's control structure.

2.3 Goal Interactions

Partiallyordered plans axe often advertizedas a "solu-

tion" to the linearityassumption [Stefik,1981, p.134;

Barr and Feigenbanm, 1982, p.520]. This isincorrect.
Itissimple toshow that the logicalextreme ofpartially

ordered planning, the totallyunordered plan, willonly

resultwhen the linearityassumption would work anyway.
To show thiswe must make a few harmless assumptions.

We assume that the initialplan provided to the plan-

ner has only two operators,S and F (forStartand Fin-
ish).S isordered beforeF, S assertsallofthe problem's

initialconditionsand has no preconditionsitself(itde-
finesthe initialsituation),and F has as itspreconditions

the user-suppliedgoalsofthe problem. We willcallsuch

a plan a typical initial plan. An unordered plan is de-
fined to be a partially ordered plan which has one least
and one greatest operator under the plan's partial order:
all other operators are unordered with respect to one an-
other. A fault free plan is defined to be one in which each
and every operator precondition is true by the planner's
goal achievement procedure. Such a fault free plan is as-
sumed to exist in the space of partial plans defined by the
goal achievement procedure. For the remainder of this
paper, we assume that our goal achievement procedure
is based on the Modal Truth Criterion.

Theorem 1 If an unordered fault free plan ezists then a
planner with a control structure that makes _he linearit_
assumption can generate it.

Proof. Suppose the planner generates an unordered
fault free plan. This plan starts with S and finishes with
F. Let the preconditions of F be Pl,P2,...,iv,. Each
of the added operators achieves at least one of the pre-
conditions of F, or it would not have been added. As-

sume for now that each operator has been introduced
to achieve exactly one Pi. Label the operator which

achievespi as Ai. The plan willbe composed of S, or-

dered beforeeach of the Ai (the added operators),each

of which is in turn ordered before F. Operators in a
plan are ordered by the planner'sgoal achievement pro-

cedure based on the truth of theirpreconditions.Since

the Ai are unordered, theirpreconditionsmust be true

from the initialoperator,S, and remain truethrough the

occurrence ofallother Aj, j _ i.Based on thislack of
orderingon operators,a goal achievement ordering over

the Pi,startingwith the typicalinitialplan, can bc in-

duced as follows.Achieve an arbitraryunachieved pi by
introducingAi and ordering Ai ---,F. Let the precon-

ditionsof Ai be ql,qz,...,qm. Any preconditionof Ai,

say qk, may be immediately achieved from S. None of

the other Pi, J # i need be consideredfor achievement.
Thus allof the preconditionsof Ai may be achieved be-

fore allother preconditionsof F. Repeat the process;

i.e. achieveanother arbitraryunachieved precondition

of F. This process finds an ordering on the complete

recursiveachievement of the pi,and thisisexactlywhat

the linearityassumption requires.We startedoffassum-
ing that each Ai achievedexactlyone preconditionofF.

Suppose that thisisnot so: the introductionof one Ai

may achievemore than one of F's preconditions.This

doesn'tmatter: an operator Ai could be introduced to



achieve any subset of F's preconditions. There is still
no need to achieve any of the other unachieved precon-
ditions of F before finishing with all the preconditions
of A_. Therefore, if an unordered fanlt free plan exists
then a planner with a control structure that makes the
linearity assumption can generate it. []

In fact, the unordered plan specifies that all orderings
of goal achievement will work; this is of course a stronger
requirement than is issued by the llnearity assumption,
which requires only that one ordering work.

Theorem 2 If a planner with a control structure that
makes the linearity assumption fails to produce a fault
free plan then there does not ezist an unordered fault
free plan.

Proof. If the user-supplied goals cannot be sequen-
tially achieved in an arbitrary order, then there are no
operators which achieve these goals which are free from
interference according to the planner's goal achievement
procedure. This means that the selected operators will
not be left unordered by the goal achievement proce-

dure in the plan. Once a goal achievement procedure
introduces an order to deal with the goal interaction(s),
there is no chance of finding an unordered fault free plan.

Orderings are never removed by a goal achievement pro-

the initial operator. Consider those preconditions which
must be made true if the partial plan developed so far
is to be "executable"; such preconditions are the "bulk"

preconditions for the developed plan. They are precon-
ditions in the plan which the planner's goal achieve-
ment procedure labels as outstanding goals, together
with those which are not goals only because they are

true as postconditions of the initial operator.
TC suggests working on those plans whose bulk pre-

conditions describe a physically possible state of the

planning domain. By "possible" we mean consistent
with certain given physical laws. Suppose that a plan's
bulk preconditions do not describe a possible domain
state. This would happen only if the operators in the
plan were not independent of each other, and required
further sequencing to form a valid plan. Plan modi-
fications sanctioned by the planner's goal achievement
procedure might well introduce the required orderings.
But when a planner has the choice between a plan that
already contains all required orderings and a plan that
must have the orderings added, it makes sense to choose
the former. This avoidance of temporary impossibilities

is a good search heuristic. In our experience it can lead
to significant time savings in plan construction.

The above discussion can be made more precise. Take

cedure (as based on the MTC), only added. Therefore the planner's goal achievement procedure and a partially
if a planner with a control structure that makes the lin' ordered plan. Remove the start node and its postcondi-
earity assumption fails to produce a fault free plan then
there does not exist an unordered fault free plan. o

This is not a dramatic result. We have not shown that

there is no fault free plan, only that there is no fault free
plan that is also unordered. Many interesting cases lie
between totally ordered and unordered plans. The point
is simply that partially ordered plans, just like the lin-
earity assumption, require a certain degree of "freedom
from interference" among operators. As a result, such
plans can hardly be viewed as a means for escaping from
the control structure confines of the linearity assump-
tion.

3 Temporal Coherence .....

Temporal Coherence (TC) is a heuristic which provides
goal ordering guidance. It obviates the need for exhaus-
tive breadth-first search, is admissible, and allows a plan-
ner to produce a solution in reasonable time. This sec-
tion motivates, defines and explains the use of TC. A
sketch of the proof of TC's admissibility is also given.

3.1 Motivation and Definition

The basic principle of TC is this: do not work on partial
plans which have inconsistent bulk preconditions. Con-
sider: at any point in its search a planner will have a
partially completed plan. The search begins with an ini-
tial plan, and each partial plan in the search is produced

by the addition of some operator schemas, variable bind-
ings and operator orderings. Added operators often have
new preconditions. The search continues until all oper-
ator preconditions are true as judged by the planner's

goal achievement procedure.
Each precondition which is true will either be true

by some added operator, or true as a postcondition of

tions, and call the plan which results the modified plan.
Let P be the set of all assertions which occur as pre- or

post-conditions in the modified plan. The primary cut
of the original plan is defined to be a set of assertions
C, such that C C P, and Vc E C, c is not true by the

goal achievement procedure in the modified plan. The
primary cut of the plan is thus the set of preconditions
which are not necessarily true by the goal achievement
procedure in the modified plan. This set gives us the
bulk preconditions required by the plan for its execu-
tion.

We would like a plan's primary cut to be logically
consistent. Unfortunately, full consistency is only semi-

decidable, meaning that a procedure that tests for consis-
tency may or may not terminate. It doesn't make sense
to base a heuristic on such a test, since a possibly non-
terminating heuristic is of seriously limited utility. How-
ever it is possible to make do with a more limited notion
of consistency, a notion that we call coherence [Drum-
mond and Currie, 1988]. Specifically, we exploit the fact
that assertions in a plan are typically non-negated liter-
als. This means that each assertion in a plan is of the
form

relation( argx , arg2, . . . , argn )

where negation, conjunction and disjunction are not al-
lowed.

We define coherence in terms of domain-specific con-
straints that give the inviolate laws of the application
domain. For the blocks world, five constraints are nec-
essary: 1) Blocks cannot both be clear and under some
other block; 2) Blocks cannot be on two different ob-
jects; 3) Blocks cannot be under two different objects;
4) Objects are not both blocks and tables; 5) Different
objects cannot be on each other.
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i/clr (a)

//,r c_lr(b), on(a,b)

Start _/_clr_¢3) -- _ Finish

_ on(b,¢2)

Figure 1: A block stackingproblem.

Domain constraintsmust be givento the plannerinan

appropriatelanguage. We use constraintsof the form:

 (reta ion1(...)^ ...̂ retation.(...)).
Such a negated conjunction is equivalentto the state-
Ment

v... v
Eitherform of the constraintindicatesthat at leastone

ofthe specifiedrelationsmust not hold: ifallgivenrela-
tionsin a constraintare true the constraintisviolated.

Coherence isweaker than consistency,but itworks for
planners thatuse onlynon-negated literals,provided also

that the planner does not allow forinferenceamong the

assertionsscatteredthroughout a plan. This istypically

a safeassumption, sincethegoal achievement procedures

of almost allplanners ignorefullinference.
Of course,the actualefficiencyof the coherence check

isdetermined by the number and sizeofthe domain con-

straints.For the blocksworld example consideredthere
are fiveconstraints,and most constraintscontain three

relationsto check. In many domains most constraints

turn out to be binary partitionson alternatives,such

as offand on, open and closed.As a result,computing

coherence isoftensimple and cheap in practice.

3.2 A Brief Example

A block stackingproblem isgiven in figure1.This ver-

sion of the blocks world only has blocksin it:thereare

no infinitecapacitytables.The effectivenessofTC does
not depend on thisparticularversionofthe blocksworld.

We use thisproblem to brieflyillustratethe use of
TC. The plan offigure2 isused toencode the problem.

We considerthe goal-orderingalternativesopen to a hy-

potheticalplanner that startsitssearch at this initial

plan. The "Start"operator in the plan isused to assert

the problem's initialsituation.The "Finish" operator

isused to presentthe problem's conjunctivegoal. This

plan is contained in the root node of the search space
that our hypotheticalplanner must explore.

First,some simple graphicalconventions. Operators
are drawn asboxes;operator preconditionsare indicated

by drawing an arc from the preconditionto the opera-

tor;preconditionswhich are also deletedare indicated

by scoringacrossthispreconditionrelation;added con-

ditionsare indicatedby drawing an arc from an opera-

torto the condition.Preconditionsthat are outstanding

Figure 2: The first partialplan.

goals (asjudged by the planner'sgoal achievement pro-

cedure) are indicatedby underlining.

We assume the global availabilityof an operator
schema move(X, Z,Y) for moving a block X from some

initiallocationZ tosome finallocationY. As suggested

by thisschema, variablesare denoted by upper caselet-

ters and constants are denoted by lower case letters.
Please note that TC does not depend on thissomewhat

trivialformulation of operators and theireffects.This

formulationisused only tofacilitateconciseexplanation.
Since allthe objectswe considerare blocks we willnot

always write the predicateblock(X), but ratherassume
itfor allobjectsX that we deal with.

The firstplan has the goals on(a,b) and on(b,c).
There is no other way to achieve these goals except
through the introductionofa new operator,derivedfrom

thegeneralschema. Suppose we work on the goalon(b,c)
first.Binding an instance of the schema and inserting

itgives us the plan in figure3. (To be compact, we
have not drawn the Start and Finish operators in this

plan,but ofcoursein reality,they would be there.)Now

apply TC to this plan. The primary cut of this plan

is{on(a,b),on(b,Zl), err(b),err(e)}.This cut isnot co-

herentsinceitviolatesthe domain constraintwhich says
that blockscannot be both clearand support some other

block.The plan isnot temporally coherent,so itister-
rninated,and the search continues from the lastchoice

point.This was the choiceof the achievement ofon(b,c)

over on(a, b).

How are we to interpretthis goal ordering advice?
Temporal coherence discardedthe plan offigure3,where

the assertions on(a, b) and clr(b) were both in the pri-
mary cut. This plan did not order the two assertions in
time; because of this, it is possible that on(a, b) could
be achieved temporally before the action which achieves
on(b, e). But since on(a, b) is a final goal, it must be true

at the end of the plan. If the action move(b, Zl,c) oc-
curs after whatever action is selected to achieve on(a, b),
then the truth of on(a, b) is in jeopardy. Thus, the goals
have been attacked in the wrong order. The last action
in the plan must be the one which achieves on(a, b), and
not on(b, c).



on(a,b)

on(b,Zl)_on(b,c)clr(b)

clr(c)_ _clr(Z1)

move(b,Zl,c)

Figure 3: Achieving on(b,c).

3.3 When Will Temporal Coherence Work?

Each plan suggested by a planner's goal achievement
procedure is examined by TC: if the plan's primary cut
is not coherent, we terminate the search at the state con-
raining the plan. If the primary cut is coherent, the plan
state is retained. The idea is to ignore parts of the partial
plan search space defined by the planner's goal achieve-
ment procedure. We cannot claim that the parts of the
space so ignored do not contain plans which are so[u'
tions. All we do claim is that the subspace which remains
after the application of TC does contain a solution, pro-
vided that certain restrictions are in force. Necess_y
restrictions apply to the planner's operator schemas and
initial plan. When these restrictions are enforced, if a
solution plan exists in the space defined by the planner's

goal achievement procedure then a temporally coherent
path to it also exists.

As per section 2.3 we assume that the search begins
with a typical initial plan (such as the plan of figure 2).
We insist that the set of assertions describing the ini-
tial situation given by S be coherent with respect to the
given set of domain constraints. Likewise, the goals im-
posed by F must be coherent with respect to the given
constraints. (The specific constraints will be implicit in
the rest of the discussion.) We assume that a fault free
plan exists in the space of partial plans. A temporally
coherent path to this plan is a sequence of plan trans-
formations permitted by the planner's goal achievement
procedure, such that each partial plan derived under the

plan in an order consistent with that required by the
plan's operator ordering. We can apply an operator if
and only if all of the operators which immediately pre-
cede it have already been applied. S is applicable imme-

diately, since it has no predecessors. Typically, applying
an operator means acting on the assertions specified in
its delete- and add-lists. To derive a successor state, we

first delete all the formulae in the operator's delete-list,
and then add all the formulae in its add-list. This gener-
ates a successor state in the projection which describes
the state of the environment following successful execu-
tion of the action denoted by the operator.

The initial state, that state produced by the applica-
tion of S, is coherent by assumption. By the operator
soundness requirement, each successor state in the pro-
jection will also be coherent. We can use this projection
as a demonstration of the existence of (at least one) tem-
porally coherent path for plan construction. The final
successful plan must be built up step by step, with the

addition and ordering of new operators. We can add op-
erators in any order licensed by the order in which the
operator names appear in reverse paths through the pro-
jection; each partial plan we produce in this way will be
temporally coherent. Consider: starting with the typical
initial plan, we can add any one of the final operators
which is indicated by the corresponding instance in the
projection. We can do this recursively until all opera-
tors are added to the initial plan (i.e. recurse until we
arrive at the application of the initial operator, S, in the
projection).

The initiating state for an operator in the projection
(the state on which the operator depends for the truth
of its preconditions) is coherent by the above argument.
The primary cut of the plan which has been constructed
by the addition of operators up to and including the
operator will be a subset of this state. It must be, or
the remainder of the plan would not be applicable, and
the projection could not have been constructed: recall
that a plan's primary cut is its set of bulk preconditions.
Since subsets of coherent sets are coherent, the primary
cut of each partial plan will also be coherent.

This means that at least one temporally coherent path
of construction exists to the final fault free plan. More
than one path may exist. The number of paths is deter-
mined by the number of different reverse routes through
the plan's projection. The number of paths increases

transforms in the sequence istemporally coherent, with the factorialof the number of unordered operators

We requireour operator schemata to be sound as de. in the faultfreeplan. Therefore ifa faultfreeplan ex-

finedby Lifschitz[1986,definitionC]. This ensures that istsin the search space of partialplans definedby the
ifa statedescriptionmakes sense,i.e.iscoherent,then planner'sgoal achievement procedure then at leastone

the applicationof an operator preservesthiscoherence, temporally coherent path to italsoexists.[]

Theorem 3 If a fault free plan ezists in the search space 3.4 The History of the Idea
of partial plans defined by the planner's goal achievement
procedure then at least one temporally coherent path to Warren [1974] was the first to suggest the use of domain
it also ezists, constraint information, although he only applied it to

totally ordered plan structures, and used it to guide the
Proof Sketch (see Drummond and Currie [1988] for de-

tails). First, we need to translate the fault free plan into
a state-space structure called a projection. We can con-
struct a projection by starting with the "empty State',
containing no assertions, and apply each operator in the

insertion of operators into developing plans. The idea
of applying a slice-wise consistency analysis to partially
ordered plan structures was first presented by Allen and
Koomen [1983]. In their formulation however, violated
domain constraints were used to suggest alternative or-



derings of already planned operators. But this is not
the way that NonLin derivative planning systems work
[Tate, 1977 t. Chapman's [1987] formalization of NonLin
is the base that we take for the application of domain
constraints. TC is the application of such constraints to
partial plans; plans which only might be on route to a
solution are rejected in the interest of efficiency. Other
uses of the consistency argument have been advanced;
see for instance, Ginsberg and Smith [1987a, 1987b], and
Drummond [1986a, 1986b]. TC has been implemented
and tested in the O-Plan system [Currie and Tate, 1985].
Initial results in simple domains are promising, and work

is underway to apply TC to larger domains where the
problem of search control is more acute.

4 Conclusions

Partially ordered plans have not solved the goal ordering
problem. The goal ordering problem is tackled by heuris-
tics such as the linearity assumption which prevents re-
cursive subgoals from being interleaved with goals at a
higher level. Of course this introduces incompleteness,
but it/8 a way of reducing the search. This paper has
presented TC, an admissible heuristic for the goal order-
ing problem. TC works by avoiding plans with internal
ordering problems. These internal problems are detected
by analyzing the plan's bulk preconditions. Inconsistent
bulk preconditions indicate that the plan will require cor-
rective ordering work in the future. We have shown that
such work should always, and can always, be avoided.
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RIA-88-06-02-1

Simttlating Fufures in Bztended Common LISP

PHILIP NACHTSHEIM June 1988

Stack- the mechanism underlying implementation ofmultiprocessinginExtended Common

LISP, i.e., multiplequasi-simultaneousprocesseswithin a singleLISP address space. On the other

hand, the 'uctof MULTILISP, an exteusi_ of the LISP dialectSCHEME, deals with parallel

execution. The of concurrency that future_loits isthe overlapbetween computation of a value

use of byan
stack-groupextensions Common LISP.

RIA-88-08-01-6

Bayesian Classification

PETER CHEESEMAN, MATTHEW SELF, JOHN STUTZ, WILLIAM TAYLOR, AND DON

FREEMAN August 1988

This paper describe_'/a Bayesian technic unsupervised classification of data and its computer

implementation, A_toClass. Given real valued _iscrete data, AutoClass determines the most probable

number of class_ present in the data, the most r_ble descriptions of those classes, and each object's

probability of/_embership in each class. The prograrn'l_i _i ms as well as or better than other automatic

classificatio_p/system when run on the same data and cot? " s no ad hoc similarity measures or stopping
criteria, gutoclass has been applied to several databases which it has discovered classes representing

previously unsuspecting phenomena.

RIA-88-11-01-1

Goal Ordering in Partially Ordered Plans

MARK DRUMMOND AND KEN CURRIE November 1988

Partially ordered plans have not solved the goal ordering problem. Consider: a goal in a partially ordered

plan is an operator precondition that is not yet achieved; operators, orderings and variable bindings are
introduced to achieve such goals. While the planning community has known how to achieve indinidual goals

for some time, there has been little work on the problem of which one of the many possible goals the planner

would achieve next. This paper argues that partially ordered plans do not usefully address the goM-ordering

problem and then presents a heuristic called temporal coherence which does. Temporal coherence is an

admissible heuristic which provides goal-ordering guidance. Temporal coherence is admissible in the sense

that if a solution exists in the planner's search space, then there will be a series of goal achievements permitted

by the heuristic which can produce this solution.

RIA-881 -051 \ t
Controlling a Dynamic Physical S_tem Wi_h _f_prozimate Reasoning

HAMID BERENJI, YUNO-YAW CHE_H_Iq-CHIEN LEE, AND S. MURUGESAN December 1988
X/

This paper presentsan approach forco_lling a dynamic physicalsystem by using approximate reasoning.

The approach has been implemented)ti a pi_ram named POLE, and we have successfullybuilta prototype

hardware system to solvethe cart_5olebala_ing problem in real time. This provides a complementary

alternativeto the conventionala_alyticalcont%kolmethodology, and isof substantialuse where a precise

mathematical model of the proj_;_ssbeing contr,.ledisnot available.Also we furnisha set of criteriafor

comparing controllersbased o_'approximatc reasoningand those based on conventionalcontrol_hemes.
/




